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Abstract 

The recent rapid advancements in Natural Language Processing (NLP) include Large Language 

Models (LLMs), which have transformed the landscape of NLP. However, a challenge exists in 

understanding the factors that affect model accuracy and consistency. Randomseed values are 

frequently used to maintain consistency in the responses. This research investigates the impact of 

the usage of random seeds on the accuracy of LLM responses to challenging questions. The study 

investigates the potential for seed-specific hallucination patterns across various types of questions. 

The findings of the experiment have demonstrated a considerable amount of variability across 

multiple questions using different seeds. The experiment discovers a new factor that affects the 

reliability of LLMs. The discovery is crucial for mission-critical applications that use LLMs since 

accuracy and consistency are of high importance.The source code is available atgithub.com/Pro-

GenAI/PromptSeed. 

Keywords: Large Language Models (LLMs), hallucinations, prompt engineering, random seed, 

accuracy, Natural Language Processing (NLP) 

I.  INTRODUCTION 

Large Language Models (LLMs) based on Transformer architecture [1] are recent indispensable 

advancements in Artificial Intelligence (AI) that demonstrated remarkable capabilities in generating text 

content and in answering questions based on context [2], [3], [4], [5]. Despite these advancements, 

challenges persist, particularly in addressing hallucinations and accuracy inconsistencies across multiple 

responses [6], [7], [8], [9]. The concept of controlling randomness and allowing reproducibility through 

seed values plays a crucial role in influencing the deterministic nature of the model responses [10], [11], 

[12], [13]. While randomness enhances the creativity of responses, the role of randomness in altering 

model accuracy remains underexplored. Exploring and addressing these issues is essential for the 

utilization of LLMs in sensitive or mission-critical applications, where consistency and accuracy are 

essential. 

A.  Proposed experiment 

This research explores the role of random seeds in shaping LLM responses to various computational 

tasks and compares them with the cases of no usage of random seeds. The experiment employs a 

systemic approach to determine whether the selection of seed values influences the consistency, 

accuracy, and likelihood of hallucinations in LLM responses. The findings aim to provide an 
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understanding of the effects of multiple values for random seeds to facilitate the process of 

improvements in model accuracy and the decisions of their deployment in critical applications. 

B.  Related work 

Ji et al. (2023) [14] discuss hallucinations as a prevalent issue in the Natural Language Generation 

(NLG) and categorize them into intrinsic and extrinsic types based on their origins and effects. Their 

work does not address the role of randomness introduced by seeds. Prompt is another impactful aspect of 

LLM behavior. Prompt engineering has been shown to affect response quality significantly. Reynolds 

and McDonell (2021) [15] emphasize that minor variations in prompts have the potential to cause a 

substantial difference in the LLM responses. A considerable amount of work exists on LLM 

hallucinations. However, the existing work focuses on hallucination and variability in responses and 

does not explore the interaction between prompt engineering and settings such as seed values. However, 

existing research has not explored the impact of settings such as seed values on LLM accuracy and 

hallucinations. This study is designed to investigate the impact of controlling randomness using seed 

values on the accuracy and hallucinations of LLMs. By varying the seed values and analyzing their 

impact on the responses, this research provides a novel perspective on factors that influence the 

reliability of LLMs. 

II. METHODS 

A.  Selecting and loading an LLM 

The experiments require an LLM with demonstrated performance and accuracy scores to ensure 

reliable response generation to answer regular queries without necessarily utilizing a random seed. The 

results are required to be meaningful, relevant, and consistent. Hence, GPT-3.5 [16] is selected as the 

model by considering its demonstrated high scores in accuracy and performance across a variety of NLP 

tasks. The model is accessed through the API, which allows custom parameters such as seed value, 

enabling a comprehensive exploration of randomness in response generation and accuracy. 

B.  Preparation of questions 

Four questions are designed manually to include computational and linguistic tasks. These were 

created to test the logical reasoning and language processing capabilities of the LLM. These tasks 

represent different levels of complexity, which allow us to evaluate the influence of random seed values 

across diverse problem types. The expected correct answers are defined alongside the questions to 

facilitate the automated evaluation process. The questions and the expected answers are mentioned in the 

table below. 

TABLE : 1 QUESTIONS CREATED FOR THE EXPERIMENT 

Index 
Question 

name 
Question 

Expected 

answer 

1 2^4 
Answer 2^4 and write the answer inside 

backticks. Example: `123`. 
16 

2 30-24 
Remove 24 from double of 15 and answer 

inside backticks. Example: `123`. 
6 

3 
Vowel 

count 

Find number of vowels in “aeronautics” 

and answer inside backticks. Example: 
6 
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Index 
Question 

name 
Question 

Expected 

answer 

`123`. 

4 
Text 

reverse 

Reverse the text “strawberry” and write 

the reverse in backticks. Example: `apple`. 

Do not write code. 

yrrebwarts 

C.  Selecting random seed values 

The experiment utilized a range of commonly used random seed values. The values are designed to 

use the seed values commonly used in real-world AI-based applications to ensure that the experiment 

resembles real-world scenarios, which ensures that the findings are relevant to practical scenarios. A 

diverse set of seeds are included in the experiment to capture a diverse range of randomness effects. The 

seed values are mentioned in the table below. 

TABLE: 2 SEED VALUES CREATED FOR THE EXPERIMENT 

Inde

x 
Seed 

1 None 

2 0 

3 10 

4 20 

5 64 

D.  Testing using LLM 

The created prompts and random seed values are utilized with the LLM to generate responses. Ten 

attempts are conducted for each test case to ensure accuracy in the process of evaluating accuracy. 

Answers generated across all attempts are extracted from the responses and compared with predefined 

correct answers using an automated evaluation to compute accuracy. Accuracy calculated at each test 

case is the metric used for the evaluation of the responses. 

III. RESULTS 

A.  Accuracy of responses at various seed values 

The accuracy calculated across multiple attempts in each test case is mentioned in the table below. 

TABLE: 3 ACCURACY OF RESPONSES 

Inde

x 

Questi

on 

name 

Accuracy at different seeds 

Non

e 
0 10 20 64 

1 2^4 
100

% 

100

% 
100% 100% 100% 

2 30-24 80% 80% 100% 0% 100% 

3 
Vowel 

count 
10% 30% 0% 0% 100% 
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Inde

x 

Questi

on 

name 

Accuracy at different seeds 

Non

e 
0 10 20 64 

4 
Text 

reverse 

100

% 

100

% 
100% 100% 100% 

IV.  DISCUSSION 

Despite consistent results for multiple seed values across multiple queries, the findings reveal the 

significant impact of random seed values on LLM performance. The most common mistake made by the 

model was the generation of incorrect answers. While randomseeding aims to standardize responses, the 

choice of seed has the potential to impact variability. This finding has a considerable discovery 

regarding the risks of using seeding for reproducibility in LLM responses. The identification of seed-

specific hallucination patterns creates questions about the underlying mechanisms driving these 

phenomena. The experiment leaves a gap in the exploration of other parameters passed along with the 

prompt that alter the accuracy and reliability of LLMs, especially in critical applications. The findings 

demonstrate that the implementation of LLMs in critical applications with custom seeds necessitates 

careful selection of the seed and a rigorous testing process to ensure reliability before implementation in 

critical applications in the real world. 

V.  CONCLUSION 

This experiment highlights the critical role of random seeds in shaping the accuracy and reliability of 

LLM responses. By systematically varying seed values, the study demonstrates that randomness, which 

enhances creativity, is a potential source of hallucinations and variability in responses. The findings 

require significant consideration in the selection and evaluation of seed values in LLM deployment. The 

findings introduce new considerations regarding factors influencing the accuracy of LLM responses. 

Future work should investigate the impact of other hyperparameters, such as temperature, on LLM 

responses. It can also combine multiple settings, such as temperature and seed. Future research should 

test LLM using multiple benchmarks with different values in hyperparameters. Addressing the 

hallucination concerns discovered in this paper is crucial for the development of reliable user-centered 

AI-based systems in the future. 
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